New higher-order triangular shell finite elements based on the partition of unity
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Abstract. Finite elements based on the partition of unity (PU) approximation have powerful capabilities for p-adaptivity and solutions with high smoothness without remeshing of the domain. Recently, the PU approximation was successfully applied to the three-node shell finite element, properly eliminating transverse shear locking and showing excellent convergence properties and solution accuracy. However, the enrichment with the PU approximation results in a significant increase in the number of degrees of freedom; therefore, it requires greater computational cost, thus making it less suitable for practical engineering. To circumvent this disadvantage, we propose a new strategy to decrease the total number of degrees of freedom in the existing PU-based shell element, without loss of optimal convergence and accuracy. To alleviate the locking phenomenon, we use the method of mixed interpolation of tensorial components and perform convergence studies to show the accuracy and capability of the proposed shell element. The excellent performances of the new shell elements are illustrated in three benchmark problems.
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1. Introduction

For several decades, many research efforts have been devoted to developing an efficient and accurate finite element and have made astounding successes in many areas of structural engineering and sciences. Nevertheless, the performance of the displacement-based linear element is not satisfactory because it cannot properly represent pure bending displacement fields. Thus, in pure bending, the linear finite element exhibits spurious shear energy (Hughes 2012, Cook 2007, Bathe 2016), also called “parasitic” energy since it should not appear in bending situations. In an effort to improve the linear finite element, a promising approach called the partition of unity method (PUM) (Melenk and Babuška 1996, Babuška and Melenk 1997) has been proposed in recent years and successfully applied in many fields. This approach is based on the partition of unity (PU) approximation and developed into different types of PU methods, such as the numerical manifold method (Shi 1991, Zheng and Xu 2014), hp-clouds (Oden et al. 1998), the PU-based finite element method (Tian et al. 2006, Rajendran and Zhang 2007, Zhang and Rajendran 2008, Cai et al. 2010, Xu and Rajendran 2013, Yang et al. 2017), the generalized finite element method (GFEM) (Duarte et al. 2000, Strouboulis et al. 2000, Duarte et al. 2001, Strouboulis et al. 2001), and the extended finite element method (XFEM) (Moës and Belytschko 2002, Belytschko et al. 2009, Shojaee et al. 2013). The PU-based methods feature mainly that the high-order global approximation of any degree can be constructed without adding extra nodes. The PU-based methods provide good accuracy for both displacement and stresses in pure bending, and they present low sensitivity to element distortion.

Recently, shell finite elements were successfully enriched with the PU approximation to obtain quadratic displacement interpolations without any mesh refinement (Jeon et al. 2014, Jun et al. 2018a), alleviating the transverse shear locking effect using the Mixed Interpolation of Tensorial Components (MITC) method (Bathe and Dvorkin 1986, Lee and Bathe 2004, Lee et al. 2008, Jeon et al. 2014, Lee et al. 2015, Jeon et al. 2015, Jun et al. 2018a, Katili et al. 2019). The high numerical performance of the enrichment scheme with the PU approximation was validated, showing optimal convergence and accuracy in several shell problems. The effectiveness of using the enrichment scheme only locally was also illustrated in critical areas of an analysis shell domain. Despite substantial advancements in the solution accuracy and efficient use in critical areas of an analysis domain, it remains challenging to decrease the total degrees of freedom (DOFs) for the PU-based shell element with 15 DOFs, including nine DOFs for displacements and six DOFs for rotations per node.

The aim of this study is to present an efficient PU-based shell finite element, without loss of solution accuracy, that is comparable to a higher-order six-node shell element. Here, new PU-based triangular shell elements are introduced by applying the PU approximation with both membrane displacements and rotations and only with rotations of the shell. The former shell element has 13
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DOFs, including seven DOFs for displacements and six DOFs for rotations, whereas the latter shell element includes nine DOFs, including three DOFs for displacements and six DOFs for rotations. The MITC method is adopted to eliminate transverse shear locking, treating the assumed covariant transverse shear strain fields separately for the standard linear and the additional quadratic displacement interpolations in the same way as in the previously published PU-based shell element (Jeon et al. 2014). Two proposed shell finite elements also pass three basic tests: the isotropy, the patch, and the zero-energy mode test.

In the following sections, the formulations of the new PU-based shell finite elements are presented. The convergence studies are conducted with a fully clamped square plate problem, cylindrical shell problems, and hyperboloid shell problems, comparing the standard three- and six-node shell elements as well as the previously developed PU-based shell element. Then, the key numerical aspects of our scheme regarding the computational expenses are discussed. For a further examination, three illustrative benchmark tests, a hyperboloid paraboloid shell problem, a hemisphere shell problem, and a roof shell problem, are computed to evaluate the performance of the proposed shell elements using three different mesh patterns, including distorted meshes.

2. The formulations of the new PU-based shell finite elements

The displacement interpolations of the proposed shell finite elements based on the PU approximation are introduced in this section. The present shell finite elements use the MITC technique to construct appropriate assumed strain interpolations.

2.1 Standard three-node shell finite element

The geometry of the continuum mechanics based three-node triangular shell finite element, as shown in Fig. 1(a), is given by (Lee and Bathe 2004, Bathe 2016, Jeon et al. 2014)

\[
\tilde{\mathbf{u}}(r, s, t) = \sum_{i=1}^{3} h_i(r, s) \tilde{\mathbf{u}}_i + \frac{t}{2} \sum_{i=1}^{3} a_i h_i(r, s) \mathbf{V}_i
\]

with \( h_i = r, h_i = s, h_i = 1 - r - s \), where \( r, s, \) and \( t \) are natural coordinates, \( h_i(r, s) \) is the 2D interpolation function corresponding to node \( i \), \( \tilde{\mathbf{u}}_i \) is the position vector of node \( i \) in the global Cartesian coordinate system, and \( a_i \) and \( \mathbf{V}_i \) denote the shell thickness and the director vector at node \( i \), respectively.

The displacement interpolation of the three-node shell element is given by

\[
\tilde{\mathbf{u}}(r, s, t) = \sum_{i=1}^{3} h_i(r, s) \tilde{\mathbf{u}}_i + \sum_{i=1}^{3} a_i h_i(r, s) \left( -\mathbf{V}_i \alpha_i + \mathbf{V}_i \beta_i \right),
\]

in which \( \tilde{\mathbf{u}}_i = [\tilde{u}_i, \tilde{v}_i, \tilde{w}_i]^T \) is the nodal displacement vector in the global Cartesian coordinate system, \( \mathbf{V}_i = [\mathbf{V}'_i, \mathbf{V}'_i, \mathbf{V}'_i]^T \) and \( \mathbf{V}_i = [\mathbf{V}_i', \mathbf{V}_i', \mathbf{V}_i']^T \) are unit vectors orthogonal to \( \mathbf{V}_i' \) and to each other, and \( \alpha_i \) and \( \beta_i \) are the rotations of the director vector \( \mathbf{V}_i' \) about \( \mathbf{V}_i' \) and \( \mathbf{V}_i' \) at node \( i \).

2.2 Partition of unity approximation

The enrichment of the three-node triangular shell element with the PU approximation proceeds as described previously (Jeon et al. 2014, Jun et al. 2018a). The patch \( P_i \) is composed of elements surrounding node \( i \), as shown in Fig. 1(b), and the local approximation functions are defined on the patch. The partition of unity subordinate to each patch is a set of functions such that for every point in the domain under consideration it sums to one. Since the finite element shape function forms a partition of unity, local approximations are defined by linear piecewise polynomials. Thus, the displacement interpolations for the PU-based shell element are obtained as

\[
\mathbf{u}(r, s, t) = \sum_{i=1}^{3} h_i(r, s) \mathbf{u}'_i(\mathbf{x}) + \frac{t}{2} \sum_{i=1}^{3} a_i h_i(r, s) \left( -\mathbf{V}'_i \alpha_i(\mathbf{x}) + \mathbf{V}'_i \beta_i(\mathbf{x}) \right)
\]

where \( \mathbf{u}'_i(\mathbf{x}) \) is the local approximation function for the displacement, and \( \alpha_i(\mathbf{x}) \) and \( \beta_i(\mathbf{x}) \) are the local functions for the director vectors.

Unlike in the previously published PU-based shell element (Jeon et al. 2014), the local approximations constructed with linear polynomials are applied only to membrane displacements and rotations of the shell element.
With the enrichment of membrane displacements and rotations, the shell element can properly represent the pure bending due to additional higher-order displacement and rotation fields.

It is noteworthy that the linear polynomials \( x \) and \( y \) in the local functions are projected to the membrane surface of the shell by the director vectors, which is not considered in the PU-based shell element published previously (Jeon et al. 2014). The local functions are defined as follows:

\[
u_i'(x) = \left[ a_{i1} + (x \cdot V_i') a_{i2} + (x \cdot V_i) a_{i3} \right] V_i + \left[ a_{i4} + (x \cdot V_i') a_{i5} + (x \cdot V_i) a_{i6} \right] V_i',
\]

(4)

\[
\alpha_i'(x) = \left[ a_{i7} + (x \cdot V_i') a_{i8} + (x \cdot V_i) a_{i9} \right],
\]

and

\[
\beta_i'(x) = \left[ a_{i10} + (x \cdot V_i') a_{i11} + (x \cdot V_i) a_{i12} \right],
\]

(5)

(6)

in which \( a_{i0} \) to \( a_{i2} \), \( a_{i3} \) to \( a_{i5} \), \( a_{i6} \) to \( a_{i8} \), and \( a_{i9} \) to \( a_{i12} \) are the corresponding unknown coefficients to be determined. The local approximation functions can be rewritten by enforcing \( \hat{u}_i'(x) \), \( \alpha_i'(x) \), and \( \beta_i'(x) \) to be equal to the nodal value at node \( i \) and subtracting them from Eqs. (4)-(6):

\[
u_i'(x) = \tilde{u}_i + \left( \xi \hat{u}_i + \eta \hat{u}_i' \right) V_i' + \left( \xi \hat{v}_i + \eta \hat{v}_i' \right) V_i,
\]

(7)

\[
\alpha_i'(x) = \tilde{\alpha}_i + \xi \hat{\alpha}_i' + \eta \hat{\alpha}_i'',
\]

and

\[
\beta_i'(x) = \tilde{\beta}_i + \xi \hat{\beta}_i' + \eta \hat{\beta}_i'',
\]

(8)

(9)

with \( \xi = (x - \bar{x}) \cdot V_i' \), \( \eta = (x - \bar{x}) \cdot V_i \), \( \hat{u}_i = a_{i0} \), \( \hat{v}_i = a_{i1} \), \( \hat{\alpha}_i = a_{i2} \), \( \hat{\beta}_i = a_{i3} \), \( \hat{\alpha}'_i = a_{i4} \), \( \hat{\beta}'_i = a_{i5} \), \( \hat{\alpha}''_i = a_{i6} \), \( \hat{\beta}''_i = a_{i7} \), and \( \hat{\alpha}'''_i = a_{i8} \).

In Eqs. (7)-(9), to improve the conditioning of the stiffness matrix, it is effective to scale the values \( \xi \) and \( \eta \) by the diameter of the largest finite element sharing the node \( i \), \( \tilde{h} \) (Tian et al. 2006, Jeon et al. 2014, Jun et al. 2018a):

\[
\xi = (x - \bar{x}) \cdot V_i' / \tilde{h} \quad \text{and} \quad \eta = (x - \bar{x}) \cdot V_i / \tilde{h}.
\]

(10)

Substituting Eqs. (7)-(10) into Eq. (3) yields the displacement interpolation for the new PU-based shell element (hereafter denoted as S3PU8), which has eight additional DOFs compared to the standard three-node shell element:

\[
u_{\text{S3PU8}}(r,s,t) = \tilde{u}(r,s,t) + \hat{\nu}_{\text{mem}}(r,s) + \hat{u}_{\text{mem}}(r,s,t)
\]

(11)

with

\[
\hat{\nu}_{\text{mem}}(r,s) = \sum_{i=1}^{3} \tilde{h} \left[ (\xi \hat{u}_i + \eta \hat{u}_i') V_i' + (\xi \hat{v}_i + \eta \hat{v}_i') V_i \right]
\]

and

\[
u_{\text{mem}}(r,s,t) = \frac{t}{2} \sum_{i=1}^{3} a_i h (r,s,t) (\Theta + \Phi)
\]

(13)

\[
\Theta = (-V_i' \hat{a}_i'' + V_i \hat{b}_i'') \hat{v}_i''
\]

(14)

\[
\Phi = (-V_i' \hat{b}_i'' + V_i \hat{a}_i'') \hat{v}_i''
\]

By applying the PU approximation with the rotations of the shell, we obtain the new shell element (hereafter denoted as S3PU4) with four additional DOFs. The displacement interpolation for the S3PU4 shell element is obtained by

\[
u_{\text{S3PU4}}(r,s,t) = \tilde{u}(r,s,t) + \hat{\nu}_{\text{mem}}(r,s,t)
\]

(15)

with

\[
\hat{\nu}_{\text{disp}}(r,s) = \sum_{i=1}^{3} h (r,s) \Psi
\]

(16)

\[
\Psi = (\xi \hat{u}_i + \eta \hat{u}_i') + (\xi \hat{v}_i + \eta \hat{v}_i') + (\xi \hat{\alpha}_i + \eta \hat{\alpha}_i''),
\]

in which \( \hat{\nu}_i' \) and \( \hat{\nu}_i'' \) are the additional unknown coefficients corresponding to the enriched displacement field for the displacement \( \nu \).

In the use of the above mentioned displacement interpolations, the linear dependence problem is suppressed by simply enforcing zero displacements on the boundary, not only \( \tilde{u}_i = 0 \) but also \( \hat{u}_i = 0 \), \( \hat{v}_i = 0 \), \( \hat{\alpha}_i = 0 \), \( \hat{\beta}_i = 0 \), \( \hat{\alpha}'_i = 0 \), \( \hat{\beta}'_i = 0 \), \( \hat{\alpha}''_i = 0 \), \( \hat{\beta}''_i = 0 \), \( \hat{\alpha}'''_i = 0 \), \( \hat{\beta}'''_i = 0 \); see References (Tian et al. 2006, Jeon et al. 2014, Jun et al. 2018a).

2.3 Assumed covariant transverse shear strain fields

The linear part of the Green-Lagrange strain tensor is used, and its covariant strain components are directly obtained by

\[
\xi_{ij} = \frac{1}{2} \left( \xi_{ij} u_{i,j} + \xi_{ij} g_{i,j} \right),
\]

(17)

where

\[
\xi_{ij} = \frac{\partial \xi}{\partial r_i}, \quad u_{ij} = \frac{\partial u}{\partial r_i}
\]

(18)

and \( r_i = r, r_j = s \) and \( r_j = t \).

Then, the covariant strain components are separated into linear and additional quadratic terms, as follows:

\[
\xi_{ij} = \xi_{ij} + \xi_{ij}^{\prime}\gamma
\]

(19)

with

\[
\xi_{ij}^{\prime} = \frac{1}{2} \left( \xi_{ij}, \xi_{ij}, \xi_{ij}, \xi_{ij} \right)
\]

(20)
where \( \hat{e}_n^{(N)} \) and \( \hat{e}_u^{(N)} \), with \( N = D, E, F \), are calculated from Eq. (21). The tying positions \((D)_k, (E)_k, (F)_k\), with \( k = 1, 2 \), are shown in Fig. 2(b).

The assumed covariant transverse shear strain fields for the proposed shell elements are obtained by

\[
e_j^{\text{AS}} = e_j^{\text{NS}} + e_j^{\text{QS}} \quad \text{with } j = r, s.
\]

Then, the element stiffness is constructed in the same manner as for the standard displacement-based shell element using the appropriate stress-strain matrix for shells. Since the order of the displacement interpolations is quadratic, the stiffness matrix is evaluated by the seven-point Gauss integration.

3. Convergence studies

In this section, convergence studies for the new shell elements (S3PU8 and S3PU4), as well as for the enriched MITC3 with the updated formulation, are performed on the well-established plate and shell problems: a fully clamped plate problem, cylindrical shell problems, and hyperboloid shell problems. Since the finite element solutions are sensitive to element mesh patterns and distortions, two triangulated mesh patterns with uniform and distorted meshes as shown in Fig. 3 are considered in the tests below.

The s-norm (Hiller and Bathe 2003) is used to measure the convergence of the finite element solutions and is defined as follows:

\[
\|u_{\text{ref}} - u\|^2 = \int_{\Omega_{\text{ref}}} \Delta u' \Delta \tau d\Omega_{\text{ref}}
\]

with \( \Delta u = u_{\text{ref}} - u \) and \( \Delta \tau = \tau_{\text{ref}} - \tau \).

Fig. 2 Tying points for the assumed transverse shear strains of the proposed shell finite elements: for the standard linear (a) and additional quadratic (b) interpolations for the displacement interpolation

\[
\hat{e}_n = \frac{1}{2} (\hat{u}_n \cdot \hat{g}_i + \hat{g}_n \cdot \hat{u}_i).
\] (21)

To reduce the transverse shear locking, we use the MITC method for the covariant transverse shear strains. Two different assumed transverse shear strain fields for the standard three- and six-node shell elements (Lee and Bathe 2004) are employed for the standard and additional quadratic strains \( \bar{e}_n^{(A)} \) and \( \bar{e}_n^{(B)} \), respectively, in exactly the same manner as for the enriched MITC3 shell element (Jeon et al. 2014). The treatment for the membrane locking is not necessary and not used for the proposed shell element because of its flat geometry.

The assumed strain field used for the standard displacement interpolation is

\[
\bar{e}_n^{(A)} = e_n^{(A)} + cs \quad \text{and} \quad \bar{e}_n^{(B)} = e_n^{(B)} - cr,
\] (22)

where \( c = e_n^{(B)} - e_n^{(A)} + e_n^{(C)} + \) and, at the tying points, \( e_n^{(N)} \) and \( e_n^{(N)} \) are calculated from Eq. (20). The tying points \((A3), (B3), \) and \((C3)\) are presented in Fig. 2(a).

The assumed covariant transverse shear strain field for the additional quadratic displacement interpolation is

\[
\hat{e}_n^{(AS)} = a_1 + b_1 r + c_1 s,
\]

\[
\hat{e}_u^{(AS)} = a_2 + b_2 r + c_2 s,
\]

and the coefficients are given by

\[
a_1 = m_n^{(D)} - f_n^{(D)}, \quad b_1 = 2 f_n^{(D)},
\]

\[
a_2 = m_u^{(B)} - f_u^{(B)}, \quad c_2 = 2 f_u^{(B)},
\]

\[
c_1 = (a_2 + c_2 - a_1) - (m_u^{(B)} + l_u^{(B)} - m_u^{(B)} - f_u^{(B)}),
\]

\[
b_2 = (a_1 + b_1 - a_2) + (m_u^{(B)} - l_u^{(B)} - m_u^{(B)} + l_u^{(B)})
\]

with \( m_i^{(j)} = \frac{1}{2} (\hat{e}_n^{(ij)} + \hat{e}_u^{(ij)}), \quad f_i^{(j)} = \frac{1}{2} (\hat{e}_n^{(ij)} - \hat{e}_u^{(ij)}) \) with \( j = r, s \) for \( i = D, E, F, \).
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Fig. 4 Fully clamped square plate under uniform pressure ($L = 1, E = 1.7472 \times 10^7, q = 1, \text{and } v = 0.3$)

in which $\mathbf{u}_{\text{ref}}$ is a reference finite element solution, $\mathbf{u}_h$ is the solution obtained using the finite element discretization, and $\mathbf{\varepsilon}$ and $\mathbf{\tau}$ are the strain and stress vectors, respectively. The practical convergence can be estimated to be

$$\|\mathbf{u} - \mathbf{u}_h\|_2 \approx c h^k,$$

where $c$ is a constant and $h$ denotes the element size. For the uniformly optimal shell element, the constant $c$ is independent of the shell thickness, and $k$ represents the optimal order of convergence, with $k = 2$ for the linear finite element and $k = 4$ for the second-order finite element.

The relative error for measuring the convergence of the finite elements in the problems below is given by

$$E_h = \frac{\|\mathbf{u}_{\text{ref}} - \mathbf{u}_h\|_2}{\|\mathbf{u}_{\text{ref}}\|_2}.$$  \hfill (33)

In the use of Eq. (33), the reference solutions are calculated with fine meshes of the MITC9 shell finite element, which produces accurate and reliable solutions (Bathe et al. 2003).

3.1 Fully clamped square plate problem

The plate shown in Fig. 4 is subjected to a uniform pressure load (Lee and Bathe 2004, Jeon et al. 2014, Lee et al. 2014). Because the plate is symmetric, only one-quarter of the plate (the shaded regions) is considered, using the appropriate symmetric boundary conditions $\mathbf{u}_x = \mathbf{u}_y = 0$ along BC, $\mathbf{u}_y = \mathbf{u}_z = 0$ along DC, and $\mathbf{u}_x = \mathbf{u}_z = \mathbf{u}_x = \mathbf{u}_y = \mathbf{u}_z = 0$ along AB and AD. Two mesh patterns (I and II) and the corresponding distorted meshes shown in Fig. 3 are considered.

The numerical reference solution is calculated with a 96 × 96 element mesh of MITC9 shell finite elements. The solutions are obtained with $N \times N$ element meshes; $N = 4, 8, 16, 32,$ and 64 for the MITC3, enriched MITC3, S3PU8,
and S3PU4 shell elements, and \( N = 4, 8, 16, \) and 32 for the MITC6 shell element. All convergence studies are tested with four different plate thicknesses (\( a/L = 1/10, 1/100, 1/1,000, \) and 1/10,000), and the “element size” used is \( h = L/N. \) To compare the convergence behaviors for the different shell elements, we use the equivalent element sizes 2.0\( h, 1.0h, 1.32h, 1.46h, \) and 1.73\( h \) for the MITC3, MITC6, enriched MITC3, and present (S3PU8, and S3PU4) shell elements, respectively.

Fig. 5 and Fig. 6 show the convergence curves for the fully clamped square plate problems using uniform and distorted meshes with two triangulated mesh patterns. The MITC3 shell element locks, and good accuracy characteristics are seen for \( a/L \) up to about 1/100. The solutions for the MITC3 and MITC6 shell elements are highly sensitive to the element mesh pattern and distortion. The convergence performances of the present (S3PU8 and S3PU4) and enriched MITC3 shell elements are almost optimal, even when distorted meshes are used (Fig. 6).

### 3.2 Cylindrical shell problems

The second example is a cylindrical shell with uniform thickness \( a, \) length \( 2L, \) and radius \( R, \) as shown in Fig. 7(a) (Lee and Bathe 2004, Jeon et al. 2014, Lee et al. 2014). The shell is subjected to a smoothly varying periodic pressure \( p(\theta) \) normal to the shell surface:

\[
p(\theta) = p_0 \cos(2\theta) \quad \text{with} \quad p_0 = 1.
\]  

(34)

By applying different boundary conditions at both ends, we obtain two different asymptotic behaviors of the shell: the bending-dominated behavior under free boundary conditions and the membrane-dominated behavior under clamped boundary conditions. Utilizing the symmetry of the problem, we model only the shaded region \( ABCD \) in Fig. 7 with appropriate symmetric boundary conditions. For the membrane-dominated case, the clamped boundary condition is imposed: \( \tau_x = \tau_y = \tau_z = \alpha = \beta = 0 \) along \( BC, \) \( \tau_x = \tau_y = \alpha = \beta = 0 \) along \( DC, \) \( \tau_z = \alpha = 0 \) along \( AB, \) and \( \tau_x = \tau_y = \alpha = 0 \) along \( AD \). For the bending-dominated case, the free boundary condition is imposed: \( \tau_x = \tau_y = \tau_z = \alpha = \beta = 0 \) along \( BC, \) \( \tau_x = \alpha = 0 \) along \( DC, \) and \( \tau_x = \tau_y = \alpha = 0 \) along \( AB. \)

The numerical reference solution is calculated using a 96 \( \times \) 96 element mesh of MITC9 shell finite elements for

![Fig. 7 Cylindrical shell problem \((L = R = 1, E = 2 \times 10^5, \) and \( v = 1/3)\)](image-url)
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both the membrane-dominated and the bending-dominated case. The solutions for the MITC3, MITC6, enriched MITC3, and present (S3PU8 and S3PU4) shell elements are obtained with $N \times N$ meshes ($N = 4, 8, 16, 32$, and $64$ for the MITC3, enriched MITC3, S3PU8 and S3PU4 shell elements, and $N = 4, 8, 16$, and $32$ for the MITC6 shell element). The distorted meshes with the two triangulated mesh patterns shown in Fig. 3 are also used in both cases.

The convergence curves for the clamped cylindrical shell problems with uniform and distorted meshes are shown in Fig. 8 and Fig. 9, respectively. The performances for the shell elements considered here show nearly optimal convergence behaviors regardless of the thickness of the shell.

Fig. 10 and Fig. 11 present the convergence curves for the free cylindrical shell problems with uniform and distorted meshes, respectively. When distorted meshes are used, the solutions of the MITC3 and MITC6 shell elements deteriorate as the shell thickness decreases, as a result of some locking. However, the PU-based shell elements exhibit good convergence behavior even when the distorted meshes are used.

Fig. 8 Convergence curves for the clamped cylindrical shell problem with uniform Mesh Pattern I (Fig. 3). The bold gray line in each graph represents the optimal convergence rate, which is 2.0 for linear elements and 4.0 for quadratic elements.

Fig. 9 Convergence curves for the clamped cylindrical shell problem when distorted meshes (Fig. 3) with Mesh Patterns I (a) and II (b) are used. The bold gray line in each graph represents the optimal convergence rate, which is 2.0 for linear elements and 4.0 for quadratic elements.
3.3 Hyperboloid shell problems

The third example is the hyperboloid shell shown in Fig. 12(a) (Lee and Bathe 2004, Jeon et al. 2014, Lee et al. 2014). The mid-surface of the shell structure is modeled by

$$x^2 + y^2 = 1 + y^2; \quad y \in [-1, 1]. \quad (34)$$

A smoothly varying periodic pressure (Eq. (34)) is applied normal to the surface, as in Fig. 7. When both ends are clamped, a membrane-dominated problem is obtained, and when the ends are free, a bending-dominated problem is obtained. It is well known that the bending-dominated hyperboloid shell problem is difficult to solve (Lee and Bathe 2004, Jeon et al. 2014) when the thickness is small. Because the shell element is symmetric, the analyses are carried out using one-eighth of the structure, corresponding to the shaded region $ABCD$ in Fig. 12(a). For the membrane-dominated case, the boundary condition is imposed: $\pi_z = \overline{\beta} = 0$ along $BC$, $\pi_z = \overline{\beta} = 0$ along $AD$, $z_u = 0$ along $AD$, and $x_u = 0$ along $BC$.
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4. Convergence studies

In this section, the important aspect of the computational cost of the present elements (S3PU8 and S3PU4) is evaluated, comparing these elements' computational cost to that of the MITC6 and enriched MITC3 shell elements. First, the size and sparseness for the stiffness matrices are analyzed for the clamped cylindrical shell (shown in Fig. 7) discretized by the 6 × 6 element mesh. The patterns of the global stiffness matrices without imposing boundary conditions are shown in Fig. 17 (a), with colored squares presenting the non-zero entries and the size of the matrices corresponding to the total number of DOFs. The number of non-zero entries and the half-bandwidth are indicated at the bottom of each stiffness matrix.

In Reference (Jeon et al. 2014), it was reported that the enriched MITC3 shell element gives fewer equations and a smaller bandwidth than the MITC6 shell element; thus, the factorization time for the enriched MITC3 element is much smaller than for the MITC6 element using direct Gauss elimination. However, the number of non-zeros in the global stiffness matrix for the enriched MITC3 element is significantly larger than that in the corresponding matrix for the MITC6 element, leading to a different computational efficiency when the direct sparse solver (Schenk and Gärtner 2004), which provides the best overall performance in the vast majority of models, is used.

The total number of non-zeros for the S3PU8 shell element is much smaller than that for the enriched MITC shell element, but it still larger than that for the MITC6 shell element. The S3PU4 shell element, with 11,925 non-zeros and a half-bandwidth of 45, is much more effective and about 53% smaller than the MITC6 shell element. It is
valuable to compare the solution times required for the five shell finite elements considered here, using two different linear equation solvers: the skyline (Bathe 2014) and sparse (PARDISO, (Schenk and Gärtner 2004)) solvers. In all the cases, of course, symmetric stiffness matrices are generated.

The computational times for all the solution cases are tested on an Intel(R) Core i7 processor with 24 GB RAM on a Windows platform. As expected, the factorization time for the S3PU8 shell element is much smaller than that for the enriched MITC3 and MITC6 shell elements. Fig. 17(b) demonstrates the effectiveness of the S3PU8 shell element when the skyline solver is used. When the sparse solver is used, the solution time for the S3PU3 shell element is still higher than that for MITC6 shell element, but it has significantly decreased compared to the enriched MITC3 shell element (Fig. 17(c)).

5. Benchmark problems

In this section, three well-known benchmark problems are studied to test the efficacy of the proposed shell
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Fig. 16 Convergence curves for the free hyperboloid shell problem when distorted meshes (Fig. 3) with Mesh Patterns I (a) and II (b) are used. The bold gray line in each graph represents the optimal convergence rate, which is 2.0 for linear elements and 4.0 for quadratic elements.

Fig. 17 Computational efficiency. (a) Stiffness matrix structures for MITC3, MITC6, enriched MITC3, S3PU8, and S3PU4 shell elements. The solution times for solving linear equations with skyline (b) and sparse (c) solvers.
elements. The first two are bending-dominated shell problems, and the last is a membrane-dominated shell problem. Three triangulated mesh patterns (constant and mixed directional meshes) with uniform and distorted meshes are considered in the following benchmark tests.

5.1 Hyperbolic paraboloid shell problem

Fig. 18(a) shows a hyperbolic paraboloid shell of which the mid-surface is given by (Bathe et al. 2000)

\[
z = y^2 - x^2; \quad x, y \in [-1/2, 1/2].
\]  

(36)

It is difficult to solve this problem owing to a doubly curved shell with negative Gaussian curvature. The shell is clamped at one edge and subjected to its own weight. Because of the symmetry problem, only one-half of the structure corresponding to the meshed region is considered.

The reference displacement at point \( A \) is established using a \( 144 \times 72 \) mesh of MITC9 shell elements (\( w_{ref} = 2.878 \times 10^{-4} \)). The solutions are calculated using \( 2N \times N \) element meshes with \( N = 4, 8, 12, 16, \) and \( 20 \). The uniform and distorted mesh patterns in Fig. 18(b) and (c) are used.

The convergence of the normalized displacement \( (w_A/w_{ref}) \) at point \( A \) is shown in Fig. 19. When the uniform mesh is used, the present (S3PU8 and S3PU4), enriched MITC3, and MITC6 shell elements show excellent performance, indicating that the PU-based shell elements are substantially better than the MITC6 shell element.

Fig. 18 Hyperbolic paraboloid shell problem. (a) Problem description \((L = 1.0, \text{ thickness } a = 0.001, \text{ density } \rho = 360, \text{ acceleration of gravity } g = 1.0, E = 2.0 \times 10^{11}, \text{ and } v = 0.3)\). Mesh Patterns I, II, and III (b) and the corresponding distorted mesh (c) patterns used \((N=4)\)

Fig. 19 Convergence of the normalized displacement at point \( A \) for the hyperbolic paraboloid shell with uniform (a) and distorted (b) meshes shown in Fig. 18
However, the PU-based shell elements show even worse convergence behavior than the MITC6 shell element when the Mesh Pattern III is distorted.

5.2 Full-hemisphere shell problem

The shell problem with a full hemisphere is shown in Fig. 20(a) (Jun et al. 2018a, Jun et al. 2018b). The hemisphere has radius $R = 10$, thickness $a = 0.04$, Young’s modulus $E = 6.825 \times 10^7$, and Poisson’s ratio $\nu = 0.3$. The hemisphere is subjected to two pairs of radial forces, $P = 2$. Using symmetry, we model one-quarter of the structure corresponding to the shaded region and consider three triangular mesh patterns (I, II, and III; Fig. 20(b)) as well as the corresponding distorted meshes (Fig. 20(c)).
The solutions are obtained using the quadrant shell (shaded region) divided into three regions, $3 \times (N \times N)$ element meshes ($N = 4, 8, 12, 16,$ and 20). The uniform and distorted mesh patterns in Fig. 20(b) and (c) are considered. The results are normalized by the reference solution of $w_{\text{ref}} = 0.0924$, given in Reference (Belytschko and Leviathan 1994).

The convergence of the normalized displacement ($w / w_{\text{ref}}$) at point $E$ is presented in Fig. 21(a) for uniform meshes and in Fig. 21(b) for distorted meshes. The shell elements with the PU approximation converge well, whereas the performance of the other shell elements severely deteriorates when the distorted mesh is used.

5.3 Scordelis-Lo roof

The Scordelis-Lo roof is shown in Fig. 22(a). It is a classical benchmark problem for assessing the performance of shell elements (Jun et al. 2018a, Jun et al. 2018b). An asymptotically mixed bending-membrane behavior is observed. The roof structure is supported by rigid diaphragms at both ends. The radius of the curvature is $R = 25$. The problem description ($L = 5 \times 0, R = 25$, thickness $a = 0.25$, density $\rho = 360$, acceleration of gravity $g = 1, E = 4.32 \times 10^8 \text{ and } v = 0$). Mesh Patterns I, II, and III (b) and the corresponding distorted mesh (c) patterns used ($N = 4$)
25, and the length and thickness of the roof are $L = 50$ and $t = 0.25$, respectively. The material has Young’s modulus $E = 4.32 \times 10^8$ and Poisson’s ratio $\nu = 0$. The roof is subjected to its own weight. Because of symmetry, only one-quarter of the shell corresponding to the shaded region $ABCD$ in Fig. 22(a) is modelled, and the three mesh patterns (I, II, and III; Fig. 22(b)) and their corresponding distorted meshes (Fig. 22(c)) are considered.

The widely adopted reference solution for the vertical deflection at the center of the free edge (point $C$) is $w_C_{\text{ref}} = -0.3024$ (Belytschko and Leviathan 1994). The solutions are obtained using $N \times N$ element meshes ($N = 4, 8, 12, 16$, and 20). The convergence of the normalized displacement ($w/w_{\text{ref}}$) at point $C$ is presented in Fig. 23(a) for uniform meshes and in Fig. 23(b) for distorted meshes. The MITC6, enriched MITC3, and S3PU8 shell elements exhibit better results, even though the distorted meshes are used.

It is well known that the solution and convergence behaviors of the triangular shell elements depend on the element mesh patterns (To and Liu 1994), showing better results for the element mesh with the triangulated mixed direction. However, the solutions of the shell elements considered here are significantly deteriorated when the mesh is distorted.

6. Conclusions

In this paper, two new PU-based shell finite elements, named S3PU8 and S3PU4, were proposed to decrease the total number of DOFs per node in the existing PU-based shell finite element (enriched MITC3) (Jeon et al. 2014), thereby maintaining the optimal convergence behavior and solution accuracy. The S3PU8 shell element, with 13 DOFs per node, is formulated by applying the PU approximation to both membrane displacements and rotations of the shell, giving excellent performances similar to those of the enriched MITC3 shell element in both membrane- and bending-dominated shell problems. The S3PU4 shell finite element is modeled by constructing a PU approximation with only rotations of the shell. This shell element is more effective than other PU-based shell finite elements and shows excellent convergence behavior in bending-dominated shell problems. Here, it is reported that the formulation for the enriched MITC3 shell element is updated by projecting linear polynomials to the membrane surface of the shell. Numerical tests show optimal convergence characteristics and excellent performances for the proposed shell elements, as compared to other MITC shell elements. In summary, although much remains to be investigated, the potential of the new shell elements is very attractive. Future work might pursue developing a method for nonlinear analysis and solving domains involving multiple corners and cracks.

References


Hughes, T.J.R. (2012), The Finite Element Method: Linear Static and Dynamic Finite Element Analysis, Courier Corporation, MA, USA.


